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A data-driven, reduced-order electrospray plume modeling framework has been developed
to predict downstream mass flux evolution and thruster lifetime. The computational domain is
the Plume Region, where charged plume species motion can be assumed to be governed solely by
electrostatic forces. To enable a surrogate modeling approach, physics-based charged particle
simulations were reduced to a single, analytical equation using polynomial chaos expansion
(PCE) as the functional form. This model was then evaluated within a Bayesian inference
framework using electrospray plume mass flux measurements taken at the UCLA Plasma &
Space Propulsion Laboratory (PSPL). The unknown distribution in upstream input conditions
for plume species emission angles was quantified with uncertainty bounds, showing the need for
super-Gaussian-like distributions similar to downstream mass flux profiles. Model-predicted
mass flux profiles indicate regions of higher uncertainty at wider angles, indicating the need for
further experimental results at these locations.

I. Nomenclature

®𝑬𝑒𝑥𝑡 = external electric field from electrospray electrodes
𝜙𝑒𝑥𝑡 = potential field from electrospray electrodes
𝑉 𝑗𝑒𝑡 = voltage at electrospray jet tip
𝑉𝑒𝑚𝑖𝑡𝑡𝑒𝑟 = voltage of electrospray emitter
𝜙𝑒𝑥𝑡 = potential field from electrospray electrodes
𝜃𝑖 = initial line-of-sight angle of charged particle
𝜃 𝑓 = final line-of-sight angle of charged particle
𝑟𝑖 = initial radial position of charged particle
𝑟 𝑓 = final radial position of charged particle
𝑧𝑖 = initial axial position of charged particle
𝑧 𝑓 = final axial position of charged particle
𝑠𝑖 = initial speed of charged particle
𝑠 𝑓 = final speed of charged particle
𝛾𝑖 = initial emission angle of charged particle
𝛾 𝑓 = final emission angle of charged particle
𝜌 = propellant density
𝐾 = propellant conductivity
𝑄 = flow rate
¤𝑚(𝜃) = angular distribution of mass flux
¤𝑚(𝜃)𝑙𝑜𝑠𝑠 = mass impingement on grids
𝜃𝑐𝑟𝑖𝑡 = grid line-of-site angle
𝑡𝑠𝑎𝑡 = grid saturation time (i.e. electrospray end of life)(
𝑞

𝑚

)
𝑖

= specific charge of charged particle 𝑖
𝑆𝑖 = Sobol index for variable 𝑖
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II. Introduction
Electrospray thrusters can achieve low thrust-noise (∼100 nN · Hz− 12 ) and high thrust-precision (∼nN – µN)

capabilities that enable future space missions such as the Laser Interferometer Space Antenna (LISA) and the Habitable
Exoplanet Observatory (HabEx) [1–5]. Electrosprays emit charged droplets by applying a strong electric field onto a
highly-conductive ionic liquid to generate thrust. The primary challenge of modern electrospray technologies is the
need for significant improvements in thruster lifetime to enable long-duration space missions. On board the recent LISA
Pathfinder mission, the Colloid MicroNewton Thruster (CMNT) developed by Busek Co., Inc. and NASA Jet Propulsion
Laboratory (JPL) demonstrated thruster lifetimes of approximately 2400 hours. Thus, there is a clear technological need
for improved electrospray lifetime and performance in order to achieve nominal lifetime requirements of ∼ 40, 000 hours
for the LISA mission, for instance [6].
To design electrosprays that meet multi-year mission requirements, previous research has been dedicated to

identifying the fundamental life-limiting failure mechanisms during thruster operation. In a hierarchical failure tree for
electrospray life outlined by Thuppul et al.[7], overspray was considered the primary failure mechanism most influenced
by thruster design considerations (e.g. operation and control, geometry, and material and propellant selection) [2, 7].
Overspray is defined as any emitted propellant directed towards the grids, or electrodes, of an electrospray, resulting in
eventual saturation of the grids as well as induced secondary failure mechanisms including backspray and insulator
wetting. Therefore, in order to effectively improve electrospray lifetime, it is critical to reduce any mass flux to the grids.
Consequently, accurate lifetime predictions require a better understanding of extraction and electrospray plume

evolution mechanisms that influence mass flux to the grids. While previous retarding potential [8] and plume divergence
angle [1] measurements have shown current density profiles of electrospray emission that follow Gaussian-like
distributions, no evidence suggests that corresponding mass flux profiles follow the same distribution due to polydisperse
plume profiles [7]. Recent characterization of electrospray plumes at the University of California, Los Angeles (UCLA)
Plasma & Space Propulsion Laboratory (PSPL) have also shown dissimilar mass flux and current density profiles in
shape and width highlighted by quartz crystal microbalance (QCM) measurements [9, 10]. Moreover, downstream plume
profiles have an apparent, super-Gaussian functional form where massive species are detected out at high half-angles up
to at least 40°. Resolving mass flux at such high angles becomes especially important since small deviations in plume
profile shape can propagate into large uncertainties in expected lifetime.
To examine the underlying source of mass flux profiles observed experimentally, high-fidelity computational models

are desired to ascertain the initial conditions that result in, for example, a super-Gaussian plume shape. It is known that
the relevant physics-based phenomena for electrospray propulsion span multiple length and time scales: nanodroplet
breakup [11] induced by ion evaporation [12–14] or Coulombic fission [15, 16], inter-droplet Coulomb interactions or
space-charge [17–19], and cone-jet formation and extraction [20, 21]. Furthermore, secondary species emission (SSE)
during droplet-mode electrospray operation must also be considered when validating models against measurements
taken in vacuum test facilities [22]. To this end, the UCLA PSPL has discretized the electrospray computational domain
into multiple regions, each modeled by their most dominant physics- or chemistry-based phenomena, as shown in
Figure 1 [23].
The present study focuses on the Plume (or Exhaust) Region, where space charge effects can be considered negligible

and plume evolution is dominated solely by applied electrostatic forces. The Propagation of Electrospray Plume Particles
in the Exhaust Region (PEPPER) model serves as a reduced-order model capable of rapidly exploring the parameter
space of interest. The PEPPER model is uniquely positioned in the computational domain to accept inputs from the
Interaction Region, where the UCLA PSPL Discrete Electrospray Lagrangian Interaction (DELI) model can capture
critical, inter-droplet Coulomb forces that result in negative velocity gradients among inhomogeneous charged droplet
species [19]. The primary objective of this model is to determine the initial conditions that generate mass flux and
current density plume profiles observed in previous studies by implementing a robust, data-driven framework. In this
paper, the first section begins by outlining the proposed data-driven modeling framework involving a physics-based
model that is captured by a computationally cheap surrogate or “metamodel” for efficient Bayesian inference analysis.
In the second section, we provide results from both the physics-based and surrogate model that result in inferred
emission-site input conditions for the UCLA PSPL electrospray thruster domain. The final section provides a discussion
on the electrospray lifetime and performance implications learned from this framework.

III. Data-driven Modeling Methods
The PEPPER modeling framework employs reduced-order and surrogate techniques to decrease runtime and make

use of Bayesian inference in lieu of high-fidelity, numerical simulations. By enabling both forward propagation
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Fig. 1 UCLA PSPL Discretized Electrospray Computational Domain

of micro-scale outputs from higher-fidelity models and backward propagation using experimental measurements to
inform likely input conditions, the PEPPER model will provide a means to quantify electrospray thruster lifetime and
performance with minimal computational cost.

A. Plume Modeling Theory
As has been identified in high-fidelity plume models that include inter-droplet Coulomb interactions [17, 24], as

charged particles escape the “critical” region or interaction region [19] a certain distance away from the emitter, the
external electric field, ®𝑬𝑒𝑥𝑡 , generated by the electrodes dominates over Coulomb interactions. This enables the PEPPER
model to greatly simplify the equations of motion within the Plume Region to

d2 ®𝒙𝑖
d𝑡2

= −
(
𝑞

𝑚

)
𝑖

∇𝜙𝑒𝑥𝑡 =
(
𝑞

𝑚

)
𝑖

®𝑬𝑒𝑥𝑡 , (1)

where ®𝑥𝑖 is the position of particle 𝑖,
(
𝑞

𝑚

)
𝑖
is the particle’s specific charge, and 𝜙𝑒𝑥𝑡 is the potential field from the

external boundary conditions at the emitter and extractor electrode. Figure 2 depicts a typical trajectory of a plume
particle and the most pertinent variables. To solve for the final radial and axial positions, 𝑟 𝑓 and 𝑧 𝑓 , in the Plume Region,
the particle’s initial emission characteristics must be known, namely the radial and axial positions, 𝑟𝑖 and 𝑧𝑖 , initial
velocity magnitude and angle, 𝑠𝑖 and 𝛾𝑖 , and species specific charge.
For the data-driven modeling task addressed in this study, the initial conditions needed to solve Equation 1 are

considered unknown. This presents a challenge when estimating the initial distribution of
(
𝑞

𝑚

)
𝑖
. While the disparity

in mass flux and charge density profiles are indicative of non-uniform specific charge distributions, (i.e. 𝑞

𝑚
(𝜃)), the

mass flux profile measurements are obtained based on all massive species striking the QCM. Despite the lack of
detailed resolution of species composition, an invariant property of charged particle motion can be invoked to reduce
the unknown variables in this analysis. Concretely, for charged particles entering a domain with a constant, uniform
electric field, any species with the same potential at the emission site, defined by the difference between the jet tip and
emitter voltage,

𝑉 𝑗𝑒𝑡 −𝑉𝑒𝑚𝑖𝑡𝑡𝑒𝑟 =
1
2

(
𝑚

𝑞

)
𝑖

®v2𝑖 , (2)

will follow the same trajectory. This is realized in the trivial case where the emission potential is set to zero,
resulting in a straight line along the 𝑧-axis, irrespective of species specific charge; any subsequent perturbations to this
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Fig. 2 Baseline trajectory of a typical particle starting from entering the Interaction Region at the emission site
𝑧𝑖 , entering the Plume Region, and ultimately exiting a plane of interest at 𝑧 𝑓 . The trajectory is defined in terms
of particle height 𝑧, speed 𝑠, direction 𝛾, and line-of-sight angle 𝜃.

value result in families of similar trajectory curves. Thus, particles initialized in the Plume Region domain are set with
constant kinetic energy to charge ratios, where 12

(
𝑚
𝑞

)
𝑖
𝑠2
𝑖
is estimated using inferred retarding potential analyzer (RPA)

measurements for a specified flow rate 𝑄, beam current 𝐼𝐵, and ionic liquid propellant, 1-ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl) imide (EMI-Im) [25, 26]. Based on well-known scaling laws, 𝑄 and the propellant
conductivity 𝐾 can provide an estimated particle mass, shown in Equation 3,

𝑚𝑖 = 𝜌
𝜋

6

(
𝜀0𝑄

𝐾

)
, (3)

where 𝜌 is the propellant density, 𝜀0 is the vacuum permittivity, and droplet diameter is defined by 𝑑 =
(
𝜀0𝑄/𝐾

) 1
3

[27]. It follows that the initial position 𝜃𝑖 and emission angle of the species 𝛾𝑖 are the remaining unknown variables to
determine a plume particle trajectory. It is hypothesized that 𝛾𝑖 is the most relevant variable that controls overall radial
plume expansion. The subsequent sections will outline the data-driven modeling framework used to infer the most
probable initial distribution in 𝑓 (𝛾𝑖) based on experimental mass flux and current density profile measurements.
Based on an initial distribution of charged particles emitted into the Plume Region domain, the subsequent distribution

of final positions in the form of 𝑓 (𝜃 𝑓 ) can be resolved for some defined downstream plane of interest, 𝑧 𝑓 . Using the
analytical life model defined by Thuppul et al[7], the mass flux profile can be defined by Equation 4 [7],

¤𝑚(𝜃 𝑓 ) =
𝑄𝜌

𝐹 𝑓 𝑢𝑙𝑙

𝑓 (𝜃 𝑓 ),where 𝐹 𝑓 𝑢𝑙𝑙 =

∫ 𝜋

0
2𝜋 sin 𝜃 𝑓 (𝜃 𝑓 )d𝜃. (4)

The time it takes for the grids to be fully saturated to the point of failure, 𝑡𝑠𝑎𝑡 , is then defined by Equation 5

𝑡𝑠𝑎𝑡 =
𝜌𝑉𝑐𝑟𝑖𝑡

¤𝑚𝑙𝑜𝑠𝑠

, (5)

where 𝑉𝑐𝑟𝑖𝑡 is the accumulated propellant volume saturating the grid. The rate of mass impingement on the grid is
defined by Equation 6,
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¤𝑚𝑙𝑜𝑠𝑠 = 2𝜋
∫ 𝜋

2

𝜃𝑐𝑟𝑖𝑡

¤𝑚(𝜃 𝑓 ) sin 𝜃d𝜃, (6)

where 𝜃𝑐𝑟𝑖𝑡 is the grid line-of-sight angle with respect to the emission site [7]. To perform this analysis, a computational
model was built in the COMSOL Multiphysics software, version 5.6 to solve for the electric field and simulate charged
particle trajectories.

B. Surrogate Model
As described above, the primary input parameters needed to solve for the particle’s trajectory are the initial positions,

𝜃𝑖 , initial emission angles, 𝛾𝑖 , and the geometry-dependent variables, such as the 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒. If each of these input
variables are assumed to be unknown, we would like to generate a computationally inexpensive method to explore a
possibly large functional design space. Thus, a model surrogate, or “metamodel”, defined by some arbitrary analytical
function 𝑌 = M( ®𝑿) can be defined to map the relevant inputs to the output of interest, as defined by Equation 7,

M : 𝜃𝑖 , 𝛾𝑖 , 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 → 𝜃 𝑓 , (7)

where ( ®𝑿) denotes each of the input variables. In this case, the functional form of a polynomial chaos expansion (PCE)
is selected to define the metamodel M. PCEs have shown to be a suitable surrogate modeling technique for a wide
range of engineering applications and robust data-driven workflows [28–30]. Its respective functional form is shown in
Equation 8,

M( ®𝑿) =
∑︁
𝛼∈N𝑑

𝑦𝛼Ψ𝛼 ( ®𝑿), (8)

where a basis set of multivariate, orthogonal polynomials, {Ψ𝛼 ( ®𝑿), 𝛼 ∈ N𝑑}, is bounded by the dimension 𝑑 of the
input parameter space ®𝑿. Each polynomial, or “mode”, is weighted by coefficient 𝑦𝛼 to generate the entire PCE
function. The coefficients 𝑦𝛼 are determined using a standard regression procedure by first obtaining results from the
physics-based computational model (i.e. charged particle tracing in COMSOL). For the following analysis, the input
parameter space is sampled using well-known quasi-random sampling techniques, such as Latin hypercube or Sobol
methods [31]. Both sampling and regression methods are implemented using an open-source Python package, Chaospy
[32]. The resulting model surrogate resolves the final position of the particle using a single analytical equation.

C. Bayesian Inference
The mapping introduced in Equation 7 enables rapid evaluation of arbitrary distributions in each of the individual

variables. In order to determine the unknown variables, a Bayesian inference approach becomes a suitable method of
analysis. The goal of Bayesian inference is to generate a posterior distribution for a series of hypotheses [33]. Bayes’
theorem is comprised of two terms, the likelihood function and prior distribution, shown in the right-hand side of
Equation 9

prob(𝜃𝑖 , 𝛾𝑖 | ¤𝑚(𝜃)𝑈𝐶𝐿𝐴,𝑄𝐶𝑀 , 𝐼) ∝ prob( ¤𝑚(𝜃)𝑈𝐶𝐿𝐴,𝑄𝐶𝑀 |𝜃𝑖 , 𝛾𝑖 , 𝐼) · prob(𝜃𝑖 , 𝛾𝑖 |𝐼), (9)
where 𝜃𝑖 and 𝛾𝑖 are the uncertain parameters, or hypotheses, we wish to quantify (assuming some constant 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒),
¤𝑚(𝜃)𝑈𝐶𝐿𝐴,𝑄𝐶𝑀 denotes the available mass flux profile measurements provided by UCLA PSPL QCM results, and 𝐼
represents any background knowledge available for this problem. The posterior distribution is solved by implementing a
Hamiltonian Monte Carlo (HMC) No U-Turn Sampling technique using an open-source Bayesian inference Python tool,
PyMC3 [34]. In this way, the unknown variables can be directly quantified and bounded by uncertainty envelopes to
determine a set of initial conditions near the site of electrospray emission that lead to the experimentally observed,
super-Gaussian mass flux profiles [10].

IV. Results

A. Physics-based and Surrogate Model
Charged particle trajectories are solved using the COMSOL Multiphysics Electric Field Solver and Charged Particle

Tracing module. The potential field is shown in Figure 3 for an electrospray domain representative of the experimental
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Fig. 3 Potential field solution (left) of electrospray geometry with an extractor electrode and particle trajectory
sweep (right) over representative 𝛾𝑖 values.

conditions at the UCLA PSPL.
Figure 3 illustrates the plume particle trajectories using an initial parameter sweep over representative values for 𝛾𝑖 .

Initial conditions for the kinetic energy to charge ratio were set to be on the order of ∼1000V to match experimental
RPA results for droplet-mode electrospray emission using EMI-Im propellant [25, 26].
Initial positions, emission angles, and electrode voltages were sampled to generate the PCE according to Equation 8.

The resulting PCE has the unique property of being a square-integrable function, first noted by Sudret [35, 36], such
that total variance of a PCE as well as the partial variance contributions from each independent input variable can be
evaluated using the Analysis Of Variance (ANOVA) decomposition technique. By normalizing the partial variance 𝑉𝑢
by the total variance 𝑉𝑇 , the Sobol index is derived, shown in Equation 10 [37]

𝑆𝑖 =
𝑉𝑢

𝑉𝑇
,where

∑︁
𝑖=1

𝑆𝑖 = 1. (10)

The Sobol index can be used to illustrate a model’s sensitivity to a set of input parameters based on some single
output. For the case of the PEPPER model, the resulting Sobol indices are shown in Figure 4, where the chosen output
was selected to be the final line-of-sight position, 𝜃 𝑓 , of the Plume Region particle based on Equation 7. Figure 4
confirms the original hypothesis that the initial emission angle is the most critical parameter based on the assumptions
made by this model. That is, the final positions of Plume Region particles (and subsequently, the mass flux profile) is
most influenced by changes in 𝛾𝑖 , which can easily perturb how narrow or far out wide a particle is emitted into the
domain.

B. Bayesian Inference
Following Equation 9, a likelihood function was selected based on the functional form of experimental observations

(i.e. Gaussian to super-Gaussian),

prob( ¤𝑚(𝜃)𝑈𝐶𝐿𝐴,𝑄𝐶𝑀 |𝜃𝑖 , 𝛾𝑖 , 𝐼) =
𝑁∏
𝑖

prob( ¤𝑚(𝜃)𝑖 |𝜃𝑖 , 𝛾𝑖 , 𝐼) (11)

where the ¤𝑚(𝜃)𝑖 is estimated by applying 𝑓 (𝜃 𝑓 ) = M( 𝑓 (𝛾𝑖), 𝜃𝑖 = 0, 𝑉𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 = 4.4𝑘𝑉) to Equation 4. The unknown
parameters are found in the distribution of emission angles,
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Fig. 4 First and second-order sensitivity analysis using variance-based Sobol indices for PEPPER model
parameters.

𝑓 (𝛾𝑖) = 𝐴 exp ©­«−
(
(𝛾 − 𝜇)2
2𝜎2

)𝑛ª®¬. (12)

Thus, the likelihood function preserves physically-informed unknown parameters that describe a plume profile at
any location downstream of the emission site, including the profile amplitude, 𝐴, width, 𝜎, tilt, 𝜇, and sharpness, 𝑛. The
prior distributions were selected as normal distributions and are shown for each variable in Equation 13:

𝐴1 ∼ N(200, 100); 𝜇1 ∼ N(0, 10−3);𝜎1 ∼ N(100, 50); 𝑛1 ∼ N(1.5, 1). (13)

After taking 1500 HMC samples, the resulting posterior distributions are shown in Figure 5 along with the
corresponding trace plots. A trace plot shows the parameter values over every iteration and serves as a diagnostic to
detect any divergences or outliers. In this case, all sampled data points lie within the same orders-of-magnitude and
show no non-physical parameter values.
Figure 5 can then be used to show the resulting emission angle distribution defined in Equation 12, shown in Figure 6.

This plot provides the shape and form of the initial distribution in emission angles that match with the experimental data.
If we propagate out the initial distribution from Figure 6 using the surrogate model,M𝑃𝐶𝐸 , then we get ¤𝑚(𝜃) that is
also shown on Figure 6.

V. Discussion
The model discussed above successfully establishes a complete, data-driven framework by using mass flux

measurements at the UCLA PSPL to elucidate unknown physical-parameters relevant for characterizing emission
behavior. The resulting posterior distributions were provided with trace plots that indicate an appropriately chosen
prior distribution since no divergences or non-physical parameter values resulted when solving for Equation 9. The
posterior distributions in Figure 5 resulted in predicted mass flux profiles showing 94% confidence envelopes. However,
the data point near the tail of the mass flux distribution in Figure 6 is not captured by the model. Furthermore, it is
apparent that the super-Gaussian nature of the downstream profiles is preserved in the initial conditions. In other words,
super-Gaussian behavior of electrostatically-dominated particle motion near the emission site is necessary for generating
super-Gaussian profiles further downstream.
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Fig. 5 Posterior distributions (left) for unknown parameters in emission angle distribution, including amplitude,
𝐴1, tilt, 𝜇1, width, 𝜎1, and sharpness 𝑛1 (left) and trace plot (right) for each sampled maximum likelihood
parameter value. Included plots were visualized using ArviZ [38].

Fig. 6 Initial emission angle distribution, 𝑓 (𝛾𝑖), at emission site (left) and comparison between model predictions
and experimental observations (right).
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A. Implications on Acquiring New Data
In Section IV, we found that the relative uncertainty in mass flux was greatest at higher angles of the plume profile.

Lifetime calculations depend heavily on the integrated mass flux wherever the grids are located. This region of low
confidence indicates that more data are required to further confine the posterior probability distributions at high angles
and obtain more accurate modeling results. Moreover, as was mentioned in the introduction section, the polydispersity
of the plume is unknown and greater details regarding the evolved species downstream are desirable. Moreover, in order
to predict thrust, neutrally-charged particles also need to be identified.

B. Implications on Improving Model Fidelity
In Section IV, we also find that based on the PEPPER model’s primary assumptions that particles are governed solely

by the external electric field, the super-Gaussian plumes that evolve downstream must have an underlying super-Gaussian
emission angle profile to begin with. Limited theoretical backing for initial generation of a super-Gaussian plume
suggests that additional terms may be necessary in the equations of motion to describe emission characteristics. For
instance, the source of nonlinear inter-particle interactions and collisions may contribute to the non-Gaussian behavior
of the upstream plume. In this regard, in subsequent iterations of the proposed data-driven model, Coulomb interactions,
ion evaporation, and fission physics may be necessary terms to include in the overall model. Neighboring models,
such as the DELI model, can thus be utilized to increase fidelity of the physics-based simulations established in this
framework. The benefit of the reduced-order model presented in this study is to simplify the complexity of the problem
and inform the optimal path forward (i.e. obtain more data at high angles, add Coulomb interaction terms, and so on).

VI. Conclusions
In this work, the Propagation of Electrospray Plume Particles in the Exhaust Region (PEPPER) model was developed

to investigate mass flux evolution in an electrospray plume. The reduced-order, data-driven framework exploits the
simplified physics-based approximations that can be made in the Plume Region, where particle trajectories are governed
solely by electrostatic forces imposed by the electrodes. The computational complexity of the model was further reduced
by resolving coefficients of a polynomial chaos expansion, enabling the use of a model surrogate during Bayesian
inference analysis. The results indicate that in order to generate super-Gaussian profiles far downstream, an initial
super-Gaussian-like distribution in emission angles of particles entering the electrostatically-dominated Plume Region
is likely. The results also suggest that more experimental data in low-confidence regions (i.e. at high plume angles) and
more information regarding species distribution will further improve confining posterior distributions of the model
outputs. Future versions of PEPPER are under development for comparing charge and mass flux profiles as well as
comparing accelerated and unaccelerated plumes.
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